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Abstract— With the rapid expansion of user-generated
content on social media platforms like Twitter, Facebook, and
Reddit, accurately identifying sentiment from textual data has
become an essential yet challenging task due to the informal,
noisy, and contextually diverse nature of these platforms. To
address this, we propose a Hybrid Attention-Driven Recurrent
Neural Network (HA-RNN) model that effectively combines
Bidirectional Gated Recurrent Units (Bi-GRU) with a
sophisticated attention mechanism for sentiment classification.
The model utilizes pre-trained GloVe embeddings (300
dimensions) to capture rich semantic features from raw text,
enhancing the initial representation of social media data. The
Bi-GRU layers are employed to model sequential dependencies
in both forward and backward directions, ensuring a
comprehensive understanding of context within a sentence. The
integrated attention layer enables the model to dynamically
focus on sentiment-bearing words, thereby improving
classification accuracy and interpretability. We evaluated the
proposed model on two widely recognized datasets: the Twitter
US Airline Sentiment Dataset and the Sentiment140 Dataset.
The HA-RNN achieved an accuracy of 90.8% on the Twitter US
Airline dataset and 88.5% on Sentiment140, outperforming
traditional models such as CNN (84.3% accuracy), LSTM
(86.7%), and Bi-GRU without attention (87.1%). Furthermore,
the attention mechanism provided insightful visualization,
highlighting the critical words influencing sentiment
predictions. The model demonstrated a balanced performance
with high precision, recall, and Fl-scores, validating its
robustness across different sentiment classes. Overall, the HA-
RNN model presents an effective and interpretable solution for
sentiment analysis on noisy and diverse social media texts,
supporting applications in social monitoring, brand analysis,
and opinion mining.

Index Terms— Sentiment Analysis; Social Media Text;
Attention Mechanism; Bi-GRU; Deep Learning; Classification.
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I. INTRODUCTION

Social media platforms have become primary channels for
individuals to express opinions, emotions, and sentiments on a
wide range of topics, including politics, products, services, and
global events. The explosive growth of platforms such as
Twitter, Facebook, and Instagram has led to an overwhelming
amount of unstructured textual data that offers valuable insights
into public sentiment [1]. Analyzing this vast content can
support businesses, governments, and researchers in
understanding user perceptions, improving services, and
detecting social trends.

Sentiment analysis, or opinion mining, refers to the
computational study of people's opinions, sentiments,
evaluations, and emotions expressed in written language [2].
The primary objective of sentiment analysis is to classify text
into categories such as positive, negative, or neutral. However,
sentiment classification in social media data presents unique
challenges due to the informal language, abbreviations, slang,
emojis, and grammatical inconsistencies often found in these
platforms [3]. These complexities make traditional natural
language processing (NLP) methods less effective.

In recent years, deep learning models have emerged as
powerful solutions for sentiment analysis, outperforming
conventional machine learning techniques such as Support
Vector Machines (SVM) and Random Forest [4]. Among
them, Recurrent Neural Networks (RNNs) and their advanced
variants like Long Short-Term Memory (LSTM) and Gated
Recurrent Units (GRU) have shown significant success in
capturing sequential dependencies in text [5]. However,
standard RNNs struggle with long-range dependencies and
may overlook critical words that influence sentiment.

To address these limitations, attention mechanisms have
been introduced to improve the model's focus on key elements
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of a sentence by assigning higher weights to sentiment-
bearing words [6]. The integration of attention mechanisms
into RNN-based models enables the network to dynamically
prioritize relevant information, enhancing both performance
and interpretability. This has led to the development of hybrid
models combining RNNs with attention mechanisms for
improved text classification tasks.

The Bidirectional GRU (Bi-GRU) is particularly effective
in capturing context from both preceding and succeeding
words in a sequence, which is essential for understanding
sentiment in complex sentences [7]. By combining Bi-GRU
with an attention mechanism, models can better grasp the
nuanced semantics in social media text. Moreover, pre-trained
word embeddings such as GloVe and Word2Vec have been
instrumental in encoding syntactic and semantic relationships
between words, further boosting model performance [8].

Despite these advancements, there remains a gap in
effectively handling noisy, short, and diverse social media texts
where sentiment cues are subtle or context-dependent. This
research addresses this gap by proposing a Hybrid Attention-
Driven Recurrent Neural Network (HA-RNN) that leverages
Bi-GRU and attention mechanisms, enhanced by pre-trained
word embeddings, to achieve superior sentiment classification
on social media datasets.

We evaluated the proposed model on standard benchmark
datasets such as the Twitter US Airline Sentiment dataset and
Sentiment140, both widely used for sentiment analysis
research [9]. Experimental results demonstrate that the HA-
RNN model outperforms traditional deep learning models like
CNNs, vanilla RNNs, and Bi-GRU without attention,
achieving higher accuracy, precision, recall, and F1-scores.

In addition to quantitative performance, the attention
mechanism embedded within the model provides
interpretability, allowing users to visualize which parts of the
text contribute most to the sentiment classification decision.
This transparency is crucial for deploying sentiment analysis
tools in sensitive domains like finance, healthcare, and political
analysis [10].

In conclusion, the proposed HA-RNN framework presents a
robust and interpretable approach to sentiment analysis of
social media texts. By harnessing the strengths of Bi-GRU,
attention mechanisms, and pre-trained embeddings, the model
effectively addresses the challenges posed by noisy and
context-rich social media data, paving the way for more
accurate and reliable sentiment classification applications.

II. LITERATURE SURVEY

Sentiment analysis has been a prominent research area in
natural language processing (NLP) and machine learning over
the past decade. Traditional machine learning approaches such
as Naive Bayes, Support Vector Machines (SVM), and
Random Forest were initially employed for sentiment
classification of textual data [11]. These models relied heavily
on manual feature engineering and bag-of-words
representations, which limited their ability to capture the
sequential and contextual information in texts.

To overcome these limitations, researchers turned to deep
learning models, particularly Convolutional Neural Networks
(CNNs) and Recurrent Neural Networks (RNNs), which
automate feature extraction and better capture linguistic
patterns [12]. Kim (2014) demonstrated that a simple CNN
model could effectively classify sentiments by capturing local
dependencies in text, yet CNNs struggled with long-term
dependencies due to their fixed-size filters [13].

Recurrent Neural Networks (RNNs), designed to handle
sequential data, became popular for sentiment analysis tasks.
However, vanilla RNNs are plagued by vanishing and
exploding gradient problems when processing long sequences
[14]. To address these issues, Hochreiter and Schmidhuber
proposed the Long Short-Term Memory (LSTM) networks,
which use memory cells to preserve information over longer
sequences [15]. Similarly, Cho et al. introduced the Gated
Recurrent Unit (GRU), which simplifies LSTM while retaining
comparable performance [16].

Further improvements were achieved through bidirectional
architectures. Bidirectional RNNs (Bi-RNN), especially Bi-
GRU and Bi-LSTM, process data in both forward and backward
directions, thereby capturing richer contextual information
necessary for sentiment analysis [17]. However, even with
bidirectional models, not all words contribute equally to the
sentiment ofa sentence, prompting the need for mechanisms that
can focus on relevant words.

The introduction of the attention mechanism marked a
significant advancement in NLP tasks, including sentiment
analysis. Bahdanau et al. first applied attention in neural
machine translation, enabling models to focus on different parts
of an input sequence when making predictions [18]. This
mechanism was later adapted to text classification tasks,
allowing models to weigh words based on their relevance to the
sentiment class.

Several studies have explored hybrid models combining
RNNs with attention mechanisms for improved sentiment
analysis. For instance, Yang et al. proposed a hierarchical
attention network that first computes attention at the word level
and then at the sentence level, proving effective in document
classification tasks [19]. Similarly, hybrid models integrating
Bi-GRU with attention mechanisms have demonstrated
superior performance in capturing nuanced sentiments,
especially in short and informal texts typical of social media.

Additionally, the use of pre-trained word embeddings like
Word2Vec and GloVe has significantly enhanced sentiment
analysis models. These embeddings provide dense vector
representations of words trained on large corpora, capturing
syntactic and semantic relationships that benefit downstream
tasks [20]. By initializing models with such embeddings,
researchers have improved generalization and accuracy across
diverse datasets.

Despite these advancements, challenges remain in handling
noisy, code-mixed, and highly informal social media texts.
Recent research has begun exploring transformer-based models
like BERT, which utilize self-attention mechanisms for deep
contextual understanding. However, such models are
computationally intensive and often require fine-tuning on
domain-specific data, making them less feasible for lightweight
applications.

In summary, while various methods have advanced the field
of sentiment analysis, integrating bidirectional recurrent
networks with attention mechanisms, supported by pre-trained
embeddings, provides an effective balance between
performance and interpretability. This literature survey
underscores the need for hybrid approaches like the proposed
Hybrid Attention-Driven Recurrent Neural Network (HA-
RNN), which seeks to address the existing gaps in social media
sentiment classification.
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III. PROPOSED METHODOLOGY AND DESIGN

The proposed Hybrid Attention-Driven Recurrent Neural
Network (HA-RNN) model is designed to enhance sentiment
classification of social media texts by combining the strengths
of bidirectional sequence modeling and attention mechanisms.
The methodology begins with data preprocessing, where raw
social media texts are cleaned to remove noise, including
special characters, hashtags, URLs, and emojis. Tokenization
and lowercasing are applied, followed by the use of pre-trained
GloVe embeddings (300- dimensional vectors) to convert
words into dense semantic representations. These embeddings
capture syntactic and semantic relationships, ensuring richer
input features for the network. The embedded text sequences
are then fed into a Bidirectional Gated Recurrent Unit (Bi-
GRU) layer, which processes the input in both forward and
backward directions to capture comprehensive context from
the text. This dual- context processing is crucial for interpreting
the informal and context-dependent language commonly found
in social media platforms. Following the Bi-GRU, an attention
mechanism is employed to dynamically assign weights to the
hidden states, enabling the model to focus more on sentiment-
relevant words while minimizing the impact of irrelevant or
neutral terms. The output of the attention layer is passed
through a fully connected dense layer with a softmax activation
function to classify the text into predefined sentiment
categories, such as positive, negative, or neutral. The model is
trained using the categorical cross-entropy loss function and
optimized with the Adam optimizer, ensuring efficient
convergence. This hybrid architecture not only improves
classification accuracy but also enhances interpretability by
visualizing attention weights, thereby identifying the key terms
influencing the sentiment prediction.

A. System Architecture

The proposed Hybrid Attention-Driven Recurrent Neural
Network (HA-RNN) architecture is designed to enhance
sentiment classification of social media texts by combining the
capabilities of Bidirectional GRU (Bi-GRU) with a contextual
attention mechanism. The architecture begins with data
preprocessing and embedding, followed by sequence modeling
using Bi-GRU, application of the attention layer, and final
classification using a fully connected layer with softmax

activation.
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Fig. 1. Overall Architecture of the Hybrid Attention-Driven Recurrent
Neural Network (HA-RNN) Model for Sentiment Classification.

Attention Mechanism J

This figure illustrates the complete workflow of the
proposed model, including data preprocessing, embedding
layer, Bi- GRU sequence modeling, attention mechanism, and
final classification.

B. Data Preprocessing

Raw social media texts are inherently noisy, containing
slang, hashtags, emojis, URLs, and irregular grammar. The
preprocessing step involves cleaning these elements through
removal of special characters, lowercasing, stop-word removal,
and tokenization. This ensures that the input text is normalized
for effective feature extraction and modeling.

l Raw Social Media Data l

L ...

W
Ll
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Processed Text Data

Data Collection
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Data Transformation

Fig. 2. Data Preprocessing Pipeline for Social Media Texts.

This diagram represents the step-by-step data cleaning
process, including noise removal, tokenization, stop-word
elimination, and embedding preparation for model input.

C. Word Embedding Layer

To transform text data into numerical representations, the
model employs pre-trained GloVe embeddings (300
dimensions). These embeddings encode semantic relationships
between words, allowing the model to start with rich contextual
information and improving generalization across various
linguistic patterns present in social media texts.
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~ Captures Future
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6 $

Backward GRU Layer

Forward GRU Layer

Fig. 3. Figure 3: Structure of the Bidirectional Gated Recurrent Unit (Bi-
GRU).

The figure depicts the internal working of the Bi-GRU,
showing how forward and backward sequences are processed to
capture contextual dependencies in both directions.
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D. Bidirectional GRU Layer

The Bi-GRU layer processes input sequences in both
forward and backward directions, capturing dependencies that
occur before and after a word within the text. This dual-
contextual understanding is crucial for interpreting sentiments
that are often expressed indirectly or depend on neighboring
words. After the Bi-GRU layer, the attention mechanism is
applied to dynamically assign weights to each hidden state.

Bi-GRU Outputs
(hl, h2, _ hn)

Y

Compute Attention Scores
(e_t=v"T tanh(Wa * ht + ba))

Y

Weighted Sum of Hidden States
(Context Vector: c =X ot * ht)

Y

Dense Layer
+ Softmax Activation

Y

Predicted Sentiment

Fig. 4. Attention Mechanism Workflow Applied after Bi-GRU Layer.

This diagram visualizes the attention computation process,
where attention scores are calculated for each hidden state,
followed by the generation of the context vector used for
classification.

This enables the model to focus more on sentiment-relevant
words, such as “happy,” “worst,” or “delayed,” while
downplaying the less relevant parts of the text. This focus
improves both prediction accuracy and model interpretability.
GRU consists of update gate, reset gate, and candidate hidden
state, which control the flow of information:

e Update Gate:
Zt = U(WZ “xe+ Uy - ht—l + bz) (1)
e  Reset Gate:
re = O-(Wr X+ Up-he—q + br) (2)
e  Candidate Hidden State:
he=tanh(Wp-x; + Up - (r: © he_1) + bp) ©)
¢ Final Hidden State:
htz(l_zt)th—l +Zt®ﬁt “4)
Where:
X¢ = input at time t
h¢—1 = previous hidden state
o = sigmoid activation

© = element-wise multiplication
W, U, b = trainable weights and biases

The Gated Recurrent Unit (GRU) plays a pivotal role in the
proposed model by efficiently capturing sequential
dependencies in text data. It operates through two main gates: the
update gate and the reset gate, which control the flow of
information across time steps.

Data Preprocessing
(Cleaning, Tokenization, Embedding)

!

Model Architecture
(Bi-GRU + Attention Mechanism)

)

Forward Propagation
(Context Vector & Predictions)

.

Loss Calculation
(Categorical Cross-Entropy)

'

Backpropagation
(Gradient Calculation)

'

Optimizer
(Adam Optimizer)

!

Model Training
(Weight Updates, Epochs)

'

Model Evaluation
(Accuracy, Precision, Recall, F1-Score)

.

Deployment
(Predictions on New Data)

Fig. 5. Model Training and Evaluation Framework for Sentiment Analysis.

This figure illustrates the training pipeline, including input
processing, model optimization using Adam optimizer, loss
computation via categorical cross-entropy, and evaluation using
performance metrics like accuracy, precision, recall, and F1-
score.

The update gate decides how much of the past information
needs to be carried forward, while the reset gate determines how
much of the previous hidden state to forget when computing the
current state. These gating mechanisms help the GRU retain
essential information and mitigate the vanishing gradient
problem, which is common in standard RNNs. This structure
enables the model to remember long- term dependencies
essential for understanding sentiment within sequences of
words.

The attention-weighted outputs are passed through a fully
connected dense layer followed by a SoftMax activation
function. The output from Bi-GRU at time step ¢ is:

he = Concat(h™—, he) (5)

Where,
h™”— = forward hidden state
he = backward hidden state
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To further enhance contextual learning, the Bidirectional
GRU (Bi-GRU) is employed, which processes the input data
in both forward and backward directions. This dual processing
allows the model to access not only the past context but also
future context within a sentence, ensuring a comprehensive
understanding of each word's significance in relation to the
entire sequence. By concatenating the hidden states from both
directions, Bi-GRU generates a richer and more informative
representation of the text, which is particularly beneficial for
the diverse and complex nature of social media language.

The attention mechanism is integrated into the architecture
to enable the model to focus dynamically on the most relevant
parts of the text for sentiment classification. Rather than
treating each word equally, the attention layer assigns a weight
to each hidden state based on its importance in determining
sentiment. This selective focus ensures that sentiment-bearing
words, such as "excellent,” "poor," or '"delayed," are
emphasized during classification. The resulting context vector,
which is a weighted sum of all hidden states, effectively
summarizes the crucial information necessary for accurate
sentiment prediction. The attention weight () for each hidden
state is calculated as:

e Score Calculation:

e; = vftanh(Wsh: + b,) 6)
e SoftMax Normalization:
~ _ exp(e)
tm= Z£=1 explel) (7)
e Context Vector:
c= Z’,I;zl achg (8)
Where:

W4, v, b, = trainable attention parameters

T = total time steps

¢ = context vector summarizing important parts of the

sequence
This layer performs the final classification of sentiments

into categories such as positive, negative, or neutral. The model
is trained using the categorical cross-entropy loss function,
which is well-suited for multi-class classification tasks. The
final classification prediction is computed via:

y" = softmax(W,c + b,) 9
Where:

W,, b, = weights and biases of the output layer
y" = predicted probability distribution over
sentiment classes
Following the attention mechanism, the context vector is

passed through a fully connected dense layer with a softmax
activation function. This layer outputs a probability
distribution over the predefined sentiment classes—positive,
negative, and neutral—allowing the model to assign the most
probable sentiment label to each input text. The use of softmax
ensures that the probabilities across all classes sum to one,
providing clear and interpretable predictions suitable for
practical applications.

The model is trained using the categorical cross-entropy
loss function, which measures the divergence between the true
labels and the predicted probabilities. This loss function is
particularly appropriate for multi-class classification tasks like
sentiment analysis, as it penalizes incorrect predictions based
on the confidence ofthe model. The optimization ofthe network
is carried out using the Adam optimizer, known for its
efficiency and adaptive learning rates, which accelerates
convergence and improves model performance.

To prevent overfitting and enhance the generalization
capability of the model, techniques such as dropout
regularization are applied during training. Dropout randomly
deactivates a subset of neurons during each training iteration,
forcing the network to develop more robust features that do not
rely on specific pathways. This approach is especially useful in
deep learning models dealing with large and noisy datasets,
such as social media text.

The overall architecture and methodology of the Hybrid
Attention-Driven Recurrent Neural Network (HA-RNN) thus
combine the strengths of Bi-GRU for comprehensive sequence
modeling, attention mechanisms for focusing on critical
information, and dense layers for effective classification. This
hybrid approach ensures that the model not only achieves high
accuracy but also provides interpretability by revealing which
words contributed most to the sentiment decision.

Additionally, the methodology benefits from the use of pre-
trained word embeddings like GloVe, which provide
semantically rich representations of words based on large
corpus training. These embeddings capture both syntactic and
semantic nuances, allowing the model to start with a strong
foundational understanding of word relationships, which is
essential when dealing with informal and varied social media
language.

In summary, the proposed methodology integrates advanced
neural network components to address the complexities of
sentiment analysis on social media platforms. By leveraging Bi-
GRU, attention mechanisms, and pre-trained embeddings, the
HA-RNN model delivers not only accurate sentiment
predictions but also insights into the decision-making process,
thereby making it a valuable tool for applications in public
opinion analysis, brand monitoring, and customer feedback
systems. The model uses categorical cross-entropy loss:

L=-%, ylogly") (10)

The Adam optimizer is employed for efficient and adaptive
learning with a default learning rate. The model is also
regularized using dropout to prevent overfitting during training.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

The proposed Hybrid Attention-Driven Recurrent Neural
Network (HA-RNN) model was implemented and evaluated
using two prominent benchmark datasets: the Twitter US
Airline Sentiment Dataset and the Sentiment140 Dataset. Both
datasets consist of tweets labeled as positive, negative, or
neutral, providing a diverse and challenging testbed for
sentiment classification. The model was trained on 80% ofthe
data and tested on the remaining 20%, ensuring a balanced
distribution across sentiment classes.

A. Performance Metrics:

We evaluated the model using standard classification
metrics, including accuracy, precision, recall, and F1-score.
On the Twitter US Airline Sentiment Dataset, the HA-RNN
achieved an accuracy of 90.8%, precision of 91.2%, recall of
90.1%, and F1-score of 90.6%. On the Sentiment140 Dataset,
the model recorded an accuracy of 88.5%, demonstrating
consistent performance across datasets. In comparison,
baseline models such as CNN (84.3% accuracy), LSTM
(86.7%), and Bi-GRU without attention (87.1%) lagged
behind in performance.

Fig. 6 shows that HA-RNN consistently outperforming
other models, achieving upto 91% efficiency.
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Fig. 7. Operational Cost Reduction
Fig. 7 shows that HA-RNN’s effectiveness in minimizing

costs, reducing operational expenses by up to 90% across
datasets.
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Fig. 8. Fault Detection Accuracy

Fig. 8: reveals HA-RNN achieving the highest accuracy of
93%, indicating robustness in error detection.

Whereas, Fig. 9 confirms that HA-RNN maintains the
fastest processing times (as low as 85ms) across various tests.

Similarly, Fig. 10 shows HA-RNN achieving up to 93%
reliability, ensuring dependable sentiment classification across
diverse social media inputs.
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B. Attention Visualization:

The attention mechanism further provided interpretability
by highlighting critical words contributing to sentiment
decisions. For instance, words like "excellent,”" "disappointed,”
and ‘"delay" were effectively identified as sentiment
indicators. This not only validates the model’s predictions but
also offers insights for further analysis.

C. Computational Efficiency:

Despite the complexity, the HA-RNN maintained
reasonable computational efficiency, making it suitable for real-
time sentiment analysis applications on social media platforms.

TABLE L PERFORMANCE METRICS COMPARISON OF DIFFERENT DEEP
LEARNING MODELS FOR SENTIMENT CLASSIFICATION.
Model | Accuracy | Precision | Recall F1-

(%) (%) (%) Score
(%)

CNN 84.3 83.5 82.8 83.1
LSTM 86.7 859 85.1 85.5

Bi- 87.1 86.5 86.0 86.2

GRU

HA- 90.8 91.2 90.1 90.6
RNN
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This table summarizes the classification performance of
various models including CNN, LSTM, Bi-GRU, and the
proposed HA-RNN across four critical metrics: accuracy,
precision, recall, and Fl-score. The HA-RNN model
outperforms all other models with an accuracy of 90.8%,
precision of 91.2%, recall of 90.1%, and an Fl-score of
90.6%. These results confirm that integrating attention
mechanisms with Bi-GRU significantly enhances the model's
ability to classify sentiments accurately and reliably across
diverse social media texts.

TABLE I1. HYPERPARAMETER SETTINGS OF THE PROPOSED HA-RNN
MODEL
Parameter Value
Word embedding dimension | 300
GRU hidden units 128
Attention dimension 64
Dropout rate 0.3
Batch size 64
Optimizer Adam
Learning rate 0.001
Epochs 30
Loss function Categorical Cross-Entropy

Table 2 shows the Hyperparameters were selected through
empirical tuning on the validation set to balance classification
accuracy and training stability. These metrics demonstrate that
HA-RNN is not only superior in sentiment classification
accuracy but also optimized for computational efficiency and
reliability, making it ideal for real-time sentiment analysis
applications in resource-constrained environments.

V. CONCLUSION

This study presents a robust and interpretable approach for
sentiment classification of social media texts through the
Hybrid Attention-Driven Recurrent Neural Network (HA-
RNN). By integrating Bidirectional GRU with an attention
mechanism and leveraging pre-trained GloVe embeddings,
the model effectively captures both semantic meaning and
contextual dependencies. Experimental evaluations on
benchmark datasets confirmed the model’s superior
performance over traditional deep learning methods, achieving
high accuracy and balanced precision-recall scores.
Furthermore, the incorporation of the attention mechanism not
only enhanced predictive accuracy but also improved model
transparency by identifying key sentiment-bearing words. This
makes the HA-RNN particularly valuable for applications
requiring both high performance and explainability, such as
brand monitoring, public opinion analysis, and customer
feedback systems. Future work can explore the integration of
transformer-based models like BERT for further performance
gains and the adaptation of the model to multilingual sentiment
analysis tasks. Additionally, extending the model to handle
code-mixed and highly noisy social media data could further
enhance its applicability in real-world scenario.
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